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Abstract—In this paper we present a method for vortex core line extraction which operates directly on the smoothed particle hydrodynamics (SPH) representation and, by this, generates smoother and more (spatially and temporally) coherent results in an efficient way. The underlying predictor-corrector scheme is general enough to be applied to other line-type features and it is extendable to the extraction of surfaces such as isosurfaces or Lagrangian coherent structures. The proposed method exploits temporal coherence to speed up computation for subsequent time steps. We show how the predictor-corrector formulation can be specialized for several variants of vortex core line definitions including two recent unsteady extensions, and we contribute a theoretical and practical comparison of these. In particular, we reveal a close relation between unsteady extensions of Fuchs et al. and Weinkauf et al. and we give a proof of the Galilean invariance of the latter.

When visualizing SPH data, there is the possibility to use the same interpolation method for visualization as has been used for the simulation. This is different from the case of finite volume simulation results, where it is not possible to recover from the results the spatial interpolation that was used during the simulation. Such data are typically interpolated using the basic trilinear interpolant, and if smoothness is required, some artificial processing is added. In SPH data, however, the smoothing kernels are specified from the simulation, and they provide an exact and smooth interpolation of data or gradients at arbitrary points in the domain.

Index Terms—Smoothed particle hydrodynamics, flow visualization, unsteady flow, feature extraction, vortex core lines.

1 INTRODUCTION

The smoothed particle hydrodynamics (SPH) method was invented in the 1970’s for astrophysical simulations. Recently, SPH has become an alternative to traditional Eulerian methods also in industrial computational fluid dynamics (CFD) applications. It is especially useful in problems where a free surface is present or in multi-phase flow simulations. Here, strong initiatives are being taken by academia and industry to make SPH a reliable tool to be used for practical engineering problems. The reason why SPH simulations have not been regularly used much earlier in industrial CFD lies in the fact that SPH was originally designed for unbounded domains. Much of the current research on the numerics side has to do with the modeling of boundaries [11].

Two obvious approaches to visualize SPH data would be resampling and triangulation. Resampled data, especially on uniform grids, can be post-processed with a broad range of visualization algorithms and implementations in commercial or academic software packages. There are, however, some major drawbacks linked to this approach. When resampling data of varying sampling density, either the density must match the highest density, causing an increase in data size, or detail is lost in some regions. Also, solid walls and free surfaces are difficult to represent in structured grids. And, finally, resampling causes the dilemma of either blurring data or generating artifacts. The alternative, to triangulate point-sampled data, is very time-consuming. A triangulation functionality is not often found in visualization software, and it has difficulties with concavities in domain boundaries. Finally, both resampling and triangulation induce an interpolation function which is not compatible with SPH interpolation.

There exist visualization algorithms and software that are capable of operating directly on SPH data. However, most of these are either limited to basic visualization techniques or they treat SPH data as general point-sampled data, this way not fully exploiting the information contained in the SPH representation.

Our approach is to respect the kernel functions that were used for the simulation and to reuse them also for visualization. The advantage is that at arbitrary points in the domain all interpolated values, including derivatives, are exact with respect to the SPH representation. However, it implies that visualization algorithms relying on the cell structure of grids cannot be used but must be adapted or replaced by new algorithms. Compared to other data representations, SPH data allows us to compute gradients and second derivatives more efficiently and in higher quality. This fact can be exploited especially in visualization problems that can be tackled with a predictor-corrector strategy. This holds for the extraction of line-type features, the problem addressed in this paper, but also for other types of features or other geometric objects such as isosurfaces. Both prediction and correction steps make heavy use of derivatives, therefore this strategy is appropriate for SPH.

Some classes of grid based visualization rely on the connectivity of a grid in the sense that they compute in a cell-by-cell manner. Examples are Marching Cubes type contouring methods and parallel vectors methods. Such methods can be reformulated as (spatial) tracking methods if it is possible to estimate the tangent of the feature curve or the tangential plane of the feature surface. Error accumulation in such tracking methods can be avoided by including correction steps, resulting in predictor-corrector schemes. These have the advantage that they work without a grid, but the price to pay is that derivatives are needed for the tangent estimation. In principle, a numerical integration method for stiff ODEs could be used instead of the correction steps. But for problems such as isosurfaces or finding parallel vectors, the error can be detected locally and correction to an exact feature point is possible. This is different from the standard case of streamline integration where a good integration method is the only choice to reduce errors. The simplicity of the prediction and correction steps makes this approach attractive from a performance point of view.

The properties of predictor-corrector schemes make them ideally suited for SPH visualization where no grid is available but where derivatives can be fast and accurately computed. Moreover, in time-dependent data, prediction can be made for the feature in the subsequent time step. This way, temporal coherence is exploited. The efficiency of spatial tracking methods depends on the seeding strategy. Computing seed points should be fast, enough seed points must be generated not to miss a feature, and redundancy should be minimized. An important factor is the availability of a fast rejection test which helps to quickly traverse space where there is no feature.
In this paper we focus on vortex core lines, although the presented methods can be applied to more general line-type features as long as they can be expressed with the parallel vectors operator [15]. Vortex core lines are a useful representation of vortices which, especially in unsteady flow, cannot be visually inferred from a streamline or pathline pattern. We present an algorithm to extract vortex core lines directly from SPH data, and we detail out versions for the vortex core line criteria defined by Levy et al. [9], Sujudi and Haines [23], Weinkauf et al. [27], and Fuchs et al. [4]. As a second contribution, we compare the latter two, which extend the Sujudi-Haines criterion to unsteady flow, with the older criteria that implicitly assume steady flow. A comparison will be done on the level of the definitions, resulting in an equivalent formulation of Weinkauf et al.’s criterion in terms of the acceleration vector which reveals the Galilean invariance of this criterion. Based on two time-dependent data sets, we compare results of the mentioned variants, and we compare results of direct SPH visualization with those of visualization based on resampled data.

2 BACKGROUND AND RELATED WORK

2.1 Smoothed Particle Hydrodynamics

SPH was introduced by Gingold and Monaghan [5] and Lucy [10] for astrophysical problems, and has later become a general CFD method. A review of SPH theory and application can be found in [13]. Here, we focus on aspects of SPH that are most relevant for visualization.

The interpolation rule for a quantity \( A \) is

\[
A(x) = \sum_{j \in \Omega_p} \frac{m_j}{h_j} A_j W(x - x_j, h_j)
\]  

(1)

where \( m_j \) is the mass of the \( j \)-th particle, \( \rho_j \) its density, \( A_j \) the value of \( A \) associated with that particle, \( x_j \) its position, \( h_j \) its smoothing length, and \( W \) is the radially symmetric kernel. The summation is done over all particles having the point \( x \) within their kernel support (cf. [17], equation 3). The normalized interpolation is obtained by dividing (2.1) by the interpolation of unity which is

\[
\sum_{j \in \Omega_p} \frac{m_j}{h_j} W(x - x_j, h_j) \approx 1
\]

(2)

The kernel most often used is the cubic spline

\[
W(r, h) = \frac{1}{\pi h^3} \begin{cases} 
1 - \frac{3}{2} q^2 + \frac{3}{4} q^3 & 0 \leq q \leq 1 \\
\frac{1}{2} (2 - q)^3 & 1 \leq q \leq 2 \\
0 & q \geq 2
\end{cases}
\]

(3)

where \( q = |r|/h \). To avoid round-off errors, the interpolation formula is often rewritten as

\[
A(x) = \sum_{j \in \Omega_p} w_j A_j W(x - x_j, h_j)
\]

(4)

where \( w_j = h_j^{-3} m_j / \rho_j \) and \( W(x - x_j, h_j) = h_j^3 W(x - x_j, h_j) \) (cf. [17], equation 6). For simplicity, we use the abbreviation \( W_j(x) \) for the full interpolation weight of \( A_j \), namely \( m_j / \rho_j W(x - x_j, h_j) \). With this notation, the normalized interpolation is

\[
A(x) = \sum_{j \in \Omega_p} A_j W_j(x) / \sum_{j \in \Omega_p} W_j(x)
\]

(5)

and, using the quotient rule, the gradient can be calculated as

\[
\nabla A(x) = \sum_{j \in \Omega_p} \left( A_j - A(x) \right) W_j(x) / \sum_{j \in \Omega_p} W_j(x)
\]

(6)

and, if needed, the Hessian can be computed along the same lines.

The SPH method introduces a smoothing kernel which imposes a coherency in space and time commensurate with the underlying physics used to define the model. An ideal simulation will produce a field which is as smooth as the real conditions, but a bad model, or a set of results which miss time steps, will introduce unrealistic fluctuations in the fields. It is beyond the scope of this paper which concerns visualization to address the deficiencies in the data itself, though the method used to track vortices tries to be as accurate as the data allows.

2.2 Direct visualization of SPH data

One of the best known visualization packages for SPH data is SPLASH [17], which is capable of producing 2D plots of data by projecting particles onto a plane, and 3D plots by integrating the kernel contributions of all particles intersecting a ray through the view pixel. Additionally, SPLASH can produce a form of surface plot by using an “optically thick” integration of particle contributions where the density of material through which the ray passes forms the absorption term of the transport equation. Both 3D plots provided by SPLASH can be considered as image-space based renderings and whilst a simple 2D streamline plot is possible, there is no true support for object-space feature based generation of images.

Extensions to ParaView [6] given in [2] make it possible to resample SPH data onto planes, grids and arbitrary geometric meshes. Rosenthal et al. presented an isosurfac ing algorithm for SPH data and applied it to astrophysical data [21]. It generates surfaces (surface elements, i.e. points with radius, normal and color information) between selected pairs of neighboring particles. The method can be applied to any point-sampled data, not just SPH data. However, since it ignores the SPH kernels, the obtained isosurface is not strictly correct in the sense of the SPH model. An alternative algorithm was presented later [20] where the isosurface is computed by solving a PDE. Again it targets general point-sampled data, but it seems possible to use the same strategy to compute an isosurface of a quantity given in SPH representation.

2.3 Vortex core line extraction

Vortices in flow fields can be represented by their axes, also known as vortex core lines. Like for the vortices themselves, there is no unique definition of a vortex core line, but rather a number of criteria defined by several authors. Some definitions include the pressure field [1, 12], but others only make use of the velocity information. Many of these definitions can be expressed in part by the parallel vectors operator [15]. For this purpose, two vector fields \( \mathbf{v} \) and \( \mathbf{w} \) (which can be original or derived data) are specified. Then, vortex core lines according to this definition are obtained by finding locations of parallel vectors and applying a post-filtering. Some possible choices for the vector fields \( \mathbf{v} \) and \( \mathbf{w} \) are listed in Table 1.

For extracting the raw feature lines, i.e., curves in space which point-wise fulfill the parallel vectors condition, a number of algorithms have been proposed. Peikert and Roth [15] focused on cell-wise methods which solve for the intersection points with the faces of a cell. A different strategy is to track the feature line, starting from a seed point on the feature. Theisel et al. [25] and Sukharev et al. [24] formulated expressions for the tangent of a feature line, and based on this, algorithms for computing raw feature lines by numeric integration. Van Gelder and Pang pointed out that both these methods are prone to error accumulation. They came up with a method [26] that alternates prediction steps with correction steps.

Post-filtering removes parts of raw features that do not fulfill additional criteria required by the respective feature definition. For instance, the vortex core line definition by Sujudi and Haines [23] requires that the velocity gradient has a pair of complex conjugate eigenvalues in addition to the above stated parallelism. Alternatively, raw feature points can be tested for a minimum amount of swirl. Furthermore, to remove false positives, it is also advisable to restrict the angle between the velocity and the feature tangent [16] (e.g. to less than 45°). Finally, after removing raw feature points together with incident line segments, the remaining set of feature lines can be checked for a minimum length. Too short lines are considered as noise and removed.

3 A PREDICTOR-CORRECTOR METHOD FOR VORTEX CORE LINE EXTRACTION

Two vector fields \( \mathbf{v} \) and \( \mathbf{w} \) are parallel where their cross product \( \mathbf{c} = (c_1, c_2, c_3) = \mathbf{v} \times \mathbf{w} \) vanishes. In the general case, solutions of this equation are lines, not isolated points. Therefore, the zero isosurfaces
of \(c_1, c_2\) and \(c_3\) intersect in a line, as is shown in Fig. 1. The tangent direction of this line is perpendicular to all three gradients \(\nabla c_i\). From this we can derive procedures for predicting and for correcting feature points (subsections 3.2 and 3.3). In comparison with Van Gelder and Pang’s method [26], our proposed method is restricted to 3-space and does not support inhomogeneous systems of equations. This restriction allows us to formulate a very simple correction step, which in a similar way could also be derived for other feature extraction problems such as isosurfaces or Lagrangian coherent structures.

![Fig. 1. Zero isosurfaces of components of \(\epsilon\) used for prediction and correction steps.](image)

### 3.1 Generating seed candidates

In the first stage of the algorithm we need to find potential seed points for our predictor-corrector method. Since this process needs to look at the entire data volume, a very fast rejection test is needed for the algorithm to have reasonable performance.

For the cross product \(\epsilon\) to vanish in the neighborhood of a particle, there must be a zero crossing in every component of \(\epsilon\) and thus both signs must occur for every component of \(\epsilon\) within this neighborhood. To make this test reasonably fast, the radius of the neighborhood is chosen smaller than the kernel support, but still large enough to guarantee a dense covering (1.5\(h\) in the case of the cubic spline kernel).

Also, these calculations are carried out on raw feature data to avoid expensive SPH interpolations.

As a next step, candidates in regions with no swirl are discarded. This equals to calculating the characteristic polynomial \(\chi\) of the velocity gradient and only selecting particles where \(\chi\) has a pair of conjugate complex roots. Instead of just requiring swirl, a minimum vortex strength can be prescribed. Vortex strength \(\omega\) is defined as the imaginary part of the complex eigenvalues of the velocity gradient. For rigid rotation, this is the angular speed, but if a deviatoric strain is added, \(|\omega|\) gets smaller, and for pure shear it is zero. Thresholding by vortex strength is especially useful if large portions of the flow are nearly at rest (cf. the example in Section 5.3), because it effectively suppresses small features caused by noise. With the remaining seed candidates, an initial correction step is made before starting the predictor-corrector loop to make sure that the seed candidate lies on a feature line.

### 3.2 The prediction step

To predict the next feature point from a given position, we need the gradient of the components of \(\epsilon = (c_1, c_2, c_3) = \nabla \times \mathbf{v}\). The gradient of \(c_i\) can be expressed by \(\mathbf{v}\), \(\mathbf{w}\), and their gradients as follows (with indices taken modulo 3):

\[
\nabla c_i = \nabla v_{i+1} \nabla w_{i+2} + w_{i+2} \nabla v_{i+1} - v_{i+2} \nabla w_{i+1} - w_{i+1} \nabla v_{i+2} \tag{7}
\]

From these three vectors, we compute the pairwise cross products \(\nabla c_i \times \nabla c_j\) and select the pair \((i, j)\) which maximizes the magnitude of this cross product. The motivation for this choice is that we want to simultaneously avoid small angles between isosurfaces (\(c_i = 0\)) and small rates of change perpendicular to an isosurface. The direction of this cross product is now taken as the tangent direction of the feature line, and its sign is chosen consistent with the current tracking direction (see Fig. 1). Along this tangent, the next feature point is predicted at a given step size.

### 3.3 The correction step

Again the gradients \(\nabla c_i\) are computed using (7), and the pair \((i, j)\) is chosen for which \(\nabla c_i \times \nabla c_j\) has maximal magnitude. The idea is now to find a feature point in the plane through the given point \(x\) and spanned by the two vectors \(\nabla c_i\) and \(\nabla c_j\), that is a point \(x’ = x + s \nabla c_i + t \nabla c_j\). At the point \(x’\) the approximation

\[
c’_k \approx c_k + (s \nabla c_i + t \nabla c_j) \cdot \nabla c_k \quad (k = 1, \ldots, 3) \tag{8}
\]

holds. Setting the right hand side to zero for \(k = i, j\) leads to the system

\[
\begin{align*}
\nabla c_i \cdot \nabla c_i + t \nabla c_j \cdot \nabla c_j & = -c_i \\
\nabla c_j \cdot \nabla c_i + s \nabla c_j \cdot \nabla c_j & = -c_j 
\end{align*} \tag{9}
\]

for the unknowns \(s\) and \(t\). This system is solved for \(s\) and \(t\) which then yield the corrected point \(x’\). In this approach, we ignore the third component of the cross product, which is fine because the three components fulfill

\[
\mathbf{v} \cdot (\nabla \times \mathbf{w}) = v_1 c_1 + v_2 c_2 + v_3 c_3 = 0. \tag{10}
\]

Therefore, when \(c_1\) and \(c_2\) are zero, \(c_3\) becomes also zero as long as \(v_3 \neq 0\). If \(v_3 = 0\), the same argument can be repeated with \(\mathbf{v}\) replaced by \(\mathbf{w}\) in (10). Only in the degenerate case where \(v_3 = w_3 = 0\) can \(c_3\) become nonzero. However, this will be detected if the corrector does not converge to a solution.

The correction step is essentially a Newton-Raphson step, and therefore it can be repeated. We found empirically that two iterations are sufficient to make the error negligible, for prediction step sizes chosen to meet rendering requirements. In case of no convergence, the prediction step can be redone with half the step size, or ultimately, the feature is terminated.

### 3.4 Usage of given velocity gradients

Typically, at least one of the vectors \(\mathbf{v}\) and \(\mathbf{w}\) involves the velocity gradient. But often the velocity gradients \(\nabla u_i\) \((i = 1, 2, 3)\) are available from the simulation as particle attributes \(g^i = (g^i_1, g^i_2, g^i_3)\). In this case, (7) can be computed with only first derivatives of the given quantities.

- For the Levy criterion, we have vector components
  \[
  v_i = u_i \quad w_i = g^i_{i+2} - g^i_{i+1} \tag{11}
  \]
  and gradients
  \[
  \nabla v_i = \nabla u_i \quad \nabla w_i = \nabla g^i_{i+2} - \nabla g^i_{i+1} \tag{12}
  \]
- For the Sujudi-Haimes criterion, we have \(\mathbf{v} = \mathbf{u}\) as above and
  \[
  w_i = g^i_1 \cdot \mathbf{u} \tag{13}
  \]

---

<table>
<thead>
<tr>
<th>(\mathbf{v})</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>velocity (\nabla \times \mathbf{u})</td>
<td>vorticity</td>
</tr>
<tr>
<td>velocity (\epsilon_1(\nabla \mathbf{u}))</td>
<td>single real eigenvector of velocity gradient</td>
</tr>
<tr>
<td>velocity ((\nabla \mathbf{u})\mathbf{u})</td>
<td>steady acceleration</td>
</tr>
<tr>
<td>acceleration (\epsilon_2(\nabla \mathbf{u}))</td>
<td>single real eigenvector of velocity gradient</td>
</tr>
<tr>
<td>acceleration ((\nabla \mathbf{u})\mathbf{a})</td>
<td>velocity gradient times acceleration</td>
</tr>
<tr>
<td>(\nabla p) pressure gradient ((\nabla \mathbf{v} p)\nabla p)</td>
<td>pressure Hessian times gradient</td>
</tr>
</tbody>
</table>

---

Table 1. Choices of vectors \(\mathbf{v}\) and \(\mathbf{w}\) for vortex core line extraction.
and its gradient is computed using the product rule
\[ \nabla w_i = \left( \nabla g \right) u + \left( \nabla u \right) g. \]  
(14)

- For the criterion of Fuchs et al. [4], we have
\[ w_i = g^i \cdot u - \frac{\partial u}{\partial t} \]
and its gradient is computed in analogy to (14). Alternatively, because here \( w \) is the particle acceleration, this can be computed more simply and efficiently from particle velocities at two time steps (dividing their difference by the time difference).

- For the criterion of Weinkauf et al. [27], we have
\[ v_i = a_i, \quad w_i = g^i \cdot a \]
(16)
\((a \text{ is acceleration})\) and gradients computed in analogy to (14).

Note that in (12) and (14) the terms \( \nabla u \) must be computed by using the gradient of the SPH kernels, not using the data attributes \( g^i \) (even if they are available). The reason is that the given gradient data may differ from gradients obtained using kernel gradients. Therefore, to make the predictor-corrector scheme work, the vectors \( g^i \) and \( u \) must be treated as independent quantities.

3.5 Termination criteria

The predictor-corrector process terminates when the boundary of the fluid volume is reached, when the correction step does not converge or when the filtering criteria fail for \( N \) consecutive sample points. It also terminates when getting close to another feature line or when encountering a loop (see below).

The way candidate selection works, it is very natural for the candidates to form a cloud around a feature line, thus candidates must be eliminated on the fly to prevent a feature line from being traced multiple times. Since the candidate list not only consists of positions, but also of \( i \) ds, filtering candidates can simply be done by removing any \( i \) d from the candidate list which is inside the neighborhood of a given tracing point. Since the neighborhood is already calculated for SPH interpolation, this step does not cause much overhead. Unfortunately, since candidate points are selected based on raw particle data, this process is not completely reliable. To detect a feature line being drawn multiple times, we save for every particle which core line \( i \) d and step number visited it. Thus, when all neighboring particles at a certain step have already been visited by another core line, the tracing process is terminated. When all neighbors have been visited by the same core line already, there is the possibility of a looping core line.

If we would terminate at this point, looping core lines would not be closed. This is because neighborhoods overlap and the termination would come too early. Instead, we now calculate a similarity criterion loosely inspired by [3]. We first find the point on the core line closest to the last point. We then calculate the average distance of the last \( N \) points to the core line. If this distance is smaller than the step size used for the prediction step, we terminate.

3.6 Post-filtering of raw features

In the post-filtering stage, the set of raw features is reduced to the final, meaningful features. For vortex core lines, filtering criteria include the following:

- a pair of complex conjugate eigenvalues of \( \nabla u \)
- sufficient vortex strength (see Section 3.1)
- small angle between velocity and the core line.

The small angle criterion is useful, because some of the criteria assume a “swirl” type vortex and do not work well for “tumble” vortices [8]. It is very usual for a criterion to fail along a core line. To get nicely connected core lines, we use a tolerant filtering which accepts \( N \) consecutive failures of any filtering criterion before aborting. If \( N \) is reached, the last \( N \) inserted feature points are removed to have a consistent output. In the end, only feature lines longer than a specified limit are accepted.

3.7 Temporal coherence

When creating animated core lines, feature points of the previous time step can be reused. Since this guarantees candidate points for the features already available in the previous time step, we can reduce the amount of searching done when generating seed candidates. In our implementation, we chose to run the candidate test only on every tenth particle, which results in substantial speed-ups (see Fig. 5). This optimization can theoretically lead to a feature being missed for nine consecutive time steps, but in practice almost all features can be traced from many possible candidate points. Comparisons with full candidate searches revealed that only a few very small and short-lived features were missed.

3.8 Higher-order temporal interpolation

To save storage space, it is common practice in flow simulation to save only every \( n \)-th computed time step. This means that very often data sets have good resolution in space, but not in time. To make smooth animations of core lines possible, interpolation between two time steps is needed. Higher-order instead of linear interpolation can be used, which on average increases accuracy and reduces visualization artifacts, but comes at higher computational cost and can introduce other artifacts due to overshooting.

With SPH data we have to deal not only with field data, but also with particle positions, the interpolation of which is especially important because it affects not only the particle paths but the reconstruction of all other data channels as well. This is nicely illustrated in Fig. 2 where linear interpolation leads to a water volume that incorrectly fills the hollow roll formed by a wave turning over. A consequence of this incorrectly enlarged domain is that a vortex core line is falsely detected near the center of the roll. When animated, such an “invented” feature pops up only at interpolated, but not at original, time steps.

With cubic interpolation, interpolated particle paths correctly remain inside the water volume and thus the popping artifacts are avoided. For this, it is sufficient to apply cubic interpolation to positions, while field data can be interpolated linearly. The advantage of this scheme is that it can be realized with no more than two time steps simultaneously kept in memory. This is achieved by using cubic Hermite interpolation based on particle positions and on particle velocities which serve as the first derivatives. The resulting particle paths are C1 and more consistent with the particle velocities. This way, a smooth \((C^1)\) trajectory is obtained and moreover, the problem of overshooting is avoided by not applying polynomial interpolation to more than two data points.

Fig. 2. Importance of cubic interpolation of particle paths. Arrows indicate positions and velocities of all particles and show a region of air under the wave rolling over. Red lines mark linearly interpolated paths of some of the particles, while green curves indicate the corresponding cubically interpolated paths.
4 Unsteady Extensions of the Sujudi-Haimes Vortex Core Line Criterion

In this section we compare two recent extensions of the Sujudi-Haimes criterion for vortex core lines to unsteady flow. In its original formulation this criterion requires that the velocity gradient has one real and two complex eigenvalues and that the real eigenvector is aligned with the velocity vector. It was discovered later [22] that the second part of the criterion can be reformulated as \( (\nabla \mathbf{u}) \mathbf{u} = \mathbf{u} \), or the term on the left can be identified as the acceleration of a steady flow. It is obvious that this expression lacking any temporal derivatives cannot correctly describe a vortex axis unless the flow is steady or at least quasi-steady. A straightforward extension is to replace the true acceleration by the acceleration vector product, which is faster than explicitly computing eigenvectors.

\[ J_{p} = \left( \begin{array}{c} f_{1} \\ f_{2} \\ f_{3} \end{array} \right) - f_{4} \mathbf{u} \]

is the single real eigenvector of the velocity gradient. Here the vector \( \mathbf{f} \) denotes the eigenvector of \( J_{p} \) belonging to the zero eigenvalue:

\[ J_{p}f = \left( \begin{array}{ccc} f_{1} \\ f_{2} \\ f_{3} \end{array} \right) = 0 \]

From (22) follows

\[ (\nabla \mathbf{u}) \left( \begin{array}{c} f_{1} \\ f_{2} \\ f_{3} \end{array} \right) + f_{4} \mathbf{u} = 0 \]

and therefore the identity

\[ (\nabla \mathbf{u}) \left( \begin{array}{c} f_{1} \\ f_{2} \\ f_{3} \end{array} \right) - f_{4} \mathbf{u} = -f_{4} (\mathbf{u} + (\nabla \mathbf{u}) \mathbf{u}) \]

in which, by (21), the left hand side is an eigenvector of \( \nabla \mathbf{u} \). An equivalent formulation is therefore: The acceleration vector is either zero or along the single real eigenvector of the velocity gradient.

Consistency with steady case. Again, it is easy to show that the definition for the unsteady case is consistent with the steady case when applied to steady flow. The acceleration vector is \( (\nabla \mathbf{u}) \mathbf{u} + \mathbf{u} \), or an eigenvector of \( \nabla \mathbf{u} \) if \( \mathbf{u} \) is.

4.3 Comparison of criteria

The above reformulation of the vortex axis criterion by Weinkauf et al. leads to two interesting observations. Firstly, it shows that this definition of a vortex axis in 3D unsteady flow is Galilean invariant. This is because both the acceleration vector and the velocity gradient are Galilean invariant. Secondly, it reveals a close relation with Fuchs et al.’s unsteady extension of the Sujudi-Haimes criterion [4].

Given a velocity field \( \mathbf{u}(x,t) \) and a spatial location \( \mathbf{x} \) where the velocity gradient has a single real eigenvalue (and two complex ones), let \( \mathbf{e}_{r} \) denote the corresponding eigenvector, and let \( \mathbf{a} \) denote the acceleration vector \( (\nabla \mathbf{u}) \mathbf{u} + \mathbf{u} \). With these three vectors the following criteria for vortex core lines can now be expressed:

\[ \mathbf{u}\parallel \mathbf{e}_{r} \quad \text{Sujudi and Haimes} \]
\[ \mathbf{u}\parallel (\nabla \mathbf{u}) \mathbf{u} \quad \text{equivalent to Sujudi-Haimes} \]
\[ \mathbf{u}\parallel \mathbf{a} \quad \text{Fuchs et al.} \]
\[ \mathbf{a}\parallel \mathbf{e}_{r} \quad \text{Weinkauf et al.} \]

Of all these, Weinkauf et al.’s \( \mathbf{a}\parallel \mathbf{e}_{r} \) is the only predicate which is Galilean invariant, which at least theoretically is an advantage. On the other hand, Fuchs et al.’s \( \mathbf{u}\parallel \mathbf{a} \) can be viewed as the more immediate extension to unsteady flow. In practice, the two criteria were found to behave quite similarly and depending on the application one of the other might have slight advantages. We provide a comparison based on unsteady SPH simulations in the results section.

5 Results

5.1 Implementation details

Eigenvector-free formulations. We chose the eigenvector-free formulations of the Sujudi-Haimes and Weinkauf criteria (see Table 1). This way the calculation of the second vector reduces to a matrix-vector product, which is faster than explicitly computing eigenvectors.
Eulerian vs. Lagrangian calculation of acceleration. Acceleration data, as is needed for the criteria of Fuchs et al. and Weinkauf et al., is usually not present in simulation data. Naively, it can be generated using the Eulerian formulation \( a = \nabla \cdot \mathbf{u} + \frac{\partial \mathbf{u}}{\partial t} \). This approach however requires expensive SPH interpolations in three different time steps, because for computing a finite difference, the velocity has to be evaluated at a given point in space in two additional time steps. A better approach is to calculate accelerations from particle attributes. Since SPH works in the Lagrangian frame, this operation can be done on the raw particle data. For the \( k \)-th particle, acceleration is calculated as \( \mathbf{a}_k(t) = \frac{\partial \mathbf{u}_k(t)}{\partial t} \) by using a finite difference. This calculation can be done off-line as a form of preprocessing which then gives an additional data channel in the input data, or it can be done on the fly very quickly. This data is treated like any other raw data quantity. The resulting core lines are not only more smooth compared to core lines generated from Eulerian acceleration, they are also significantly faster to generate, as is shown in Fig. 4.

Candidate filtering. As a means to reduce the number of candidates, we explored to filter them and discard those with a vortex strength \( \omega \) below a given threshold. Vortex strength measures radians per second, but by multiplying with a ratio \( \frac{L}{U} \) of a typical length over a typical speed it can be nondimensionalized. For the Dam data \( L/U \approx 8.5/3.0 \) and for the Tsunami data \( L/U \approx 3.2/1.0 \), therefore a threshold of 1.0 roughly means a winding angle of \( \pi \) per typical length. We did not observe any loss of features when using this threshold. Fig. 4 and 11 show the savings in computing time for \( \omega = 0.0 \) (no filtering), 0.1, and 1.0.

Software. The vortex extraction software has been implemented as a module on top of ParaView [6]. It can be downloaded from the URL \texttt{http://graphics.ethz.ch/research/visualization/sphvis.php}. The temporal interpolation code has been implemented as a separate ParaView filter so that it can be reused in conjunction with other filters and is being contributed to the core of the ParaView software package. It can be found under \texttt{Filters\rightarrow Temporal\rightarrow Temporal Interpolator (Particles)}.

All benchmarks were run on an Intel Q6600 quad core processor with 3 GB of RAM running Linux.

5.2 Dam breaking simulation data set

Our first test data set is an SPH simulation of the SPHERIC dam break case [7]. It has 670,575 fluid particles and 87 time steps, and the cubic spline kernel has been used. Solid boundaries are modeled with solid particles, while the air contains no particles.

Qualitative comparison of vortex core line methods. The well known vortex core line methods by Levy et al. and by Sujudi and Haines are known to often produce quite different results. In this data set, they behave remarkably similar (see Fig. 6). Interestingly, the two unsteady extensions of Sujudi-Haines produce significantly different results, but among themselves they are quite consistent. This is an indication that the methods designed for steady flow are not appropriate for flow with strongly unsteady characteristics.
reduction in the number of grid nodes, thereby reducing computational costs.

<table>
<thead>
<tr>
<th>Grid Nodes</th>
<th>Grid Spacing</th>
<th>Mean Error</th>
<th>Std Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>86,346</td>
<td>0.0264</td>
<td>0.00409</td>
<td>0.00196</td>
</tr>
<tr>
<td>660,275</td>
<td>0.0132</td>
<td>0.00305</td>
<td>0.00148</td>
</tr>
<tr>
<td>4,351,760</td>
<td>0.0066</td>
<td>0.00217</td>
<td>0.00107</td>
</tr>
</tbody>
</table>

Table 2. Error caused by resampling

5.3 Tsunami data set

We tested our algorithm also on a second data set, an SPH simulation of the creation of a tsunami [19]. In this simulation, a wedge is sliding downward which is idealizing a section of earth falling. The number of fluid particles is 58,674 (such low numbers are not uncommon in hydrodynamics, in contrast to astrophysics). The number of time steps is 227, and the kernel is a quadratic function within a support radius of $2h$. This data set exhibits a vortex structure above the wedge, moving downward with the wedge while deforming. Again, we observe a clear difference between the features obtained with a steady and an unsteady criterion (see Fig. 9) throughout most of the time steps. The steady criterion (method by Levy et al.) reports a single vortex, however, its middle part is neither in agreement with the unsteady variant nor with the $\lambda_2$ isosurface. The unsteady criterion (Fuchs et al.) reports only the two end pieces of that feature, which is consistent with both the steady criterion and the $\lambda_2$ isosurface. That the feature does not follow the $\lambda_2$ isosurface along the edge of the wedge could be an effect of the low number of particles. But it is also important to notice that $\lambda_2$ cannot be taken as a ground truth for vortex detection.

Since both the Levy feature curve and the $\lambda_2$ isosurface are quasi-symmetric near the symmetry plane of the domain (and of the wedge), we checked both of these features for being consistent with Robinson’s vortex definition [18] according to which spiraling flow behavior must be seen by an observer moving with the vortex core (which is within

Fig. 7. Vortex core lines directly computed from SPH data (yellow), and from uniformly resampled data (magenta). Levy’s criterion (used in both cases) extracts vortex axes in instantaneous velocity field, indicated also by streamlines (dark blue).

Fig. 8. Close-up of Fig. 7, core lines only. Results show good consistency, with the direct method (yellow) being slightly less noisy.

Fig. 9. Three time steps of the tsunami simulation data set. Vortex core lines according to Levy’s criterion (yellow) are connected, while those according to Fuchs et al. (red) consist of two shorter pieces. Isosurfaces of $\lambda_2$ confirm the existence of a vortex, but not the exact location of either type of core lines. The blue spheres represent (every tenth of) the SPH particles at the first of the three time steps.

Fig. 10. LIC images of the tsunami velocity field at $t=7.0s$ (the middle time step of Fig. 9) at the symmetry plane of the domain. Velocities are as seen from a static observer (left), an observer moving with the Levy feature curve (middle), and an observer moving with the wedge and thus with the hypothetical vortex indicated by the $\lambda_2$ isosurface (right).

extraction from SPH data with temporal coherence enabled. In addition, the resampling took 7.2 seconds which, in principle, could also be reduced by exploiting temporal coherence. If temporal coherence is not exploited, our method requires roughly half as much time as the resampling-based method (see Fig. 4). When comparing a resampling-based method with a direct one, a point can be found where the resampling frequency is low enough to make the resampling-based method the faster one [14]. In our case, to reach this point, the grid must be chosen even coarser than we did in the above experiment. That is, there would be fewer sampling points than particles, and consequently the quality of the result would be inferior to that in Fig. 7. For a quantitative assessment of the quality of a feature point, we applied correction steps (Section 3.3) and measured the length of the total correction. As can be seen from Table 5.2 the mean error is roughly a quarter of the grid spacing, and it is therefore very costly to reduce it. This allows us to conclude that resampling is useful only for previewing purposes.
the symmetry plane). The LIC images in Fig. 10 show that spiraling flow exists at the intersection of both the feature curve and the iso-
surface, but only if the observer moves at a speed different from that of the core of the hypothetical vortex. As a consequence, there is no strong indication of a single connected vortex, and in that sense, the unsteady criterion gives the better results than the steady one.

6 Conclusion

This paper presents a new method for finding vortex core lines in SPH data on the basis of the parallel vectors operator. We have shown how our predictor-corrector approach can make use of the SPH representa-
tion to efficiently generate high quality output. The method was then extended to detect loops in vortex core lines and to exploit tempo-
ral coherence, speeding up the extraction process significantly. The described approach is straight-forwardly extended to other mesh-free data as long as kernels are radially symmetric and give analytically such that derivatives can be efficiently evaluated. The method is also extendable to other features than vortex core lines. Height ridges, e.g., can be computed by defining the vectors \( \mathbf{v} \) and \( \mathbf{w} \) of Section 3 appro-
\( ariately, which involves the Hessian of the given scalar field.

We also contributed a theoretical comparison of two unsteady exten-
sions of the method of Sujudi and Haines and an analysis of the results obtained with these variants. We found that the two criteria by Weinkauf et al. and by Fuchs et al. produce very similar results. We interpret this result in the way that in practice, Galilean invariance seems less important than the use of a criterion based on the true (un-
steady) acceleration vector. Because the criterion by Fuchs et al. has also performed better in terms of runtime performance than the other cri-
teria, we can conclude that this criterion should be preferred over the others for visualizing unsteady velocity fields.

What is still a matter of future research is to give a physical inter-
pretation of these two criteria that were derived largely by analogy. We would also like to investigate tolerant filtering not only in space, but also in time, to further reduce flickering of features in animations. One way of achieving this would be to track entire features using corrector steps on the vertices of a feature line of the previous time step. This will require careful handling of merging and splitting of features.
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